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Abstract
Background: Artificial intelligence (AI) applications that uti-
lize machine learning are on the rise in clinical research and 
provide highly promising applications in specific use cases. 
However, wide clinical adoption remains far off. This review 
reflects on common barriers and current solution approach-
es. Summary: Key challenges are abbreviated as the RISE cri-
teria: Regulatory aspects, Interpretability, interoperability, 
and the need for Structured data and Evidence. As reoccur-
ring barriers of AI adoption, these concepts are delineated 
and complemented by points to consider and possible solu-
tions for effective and safe use of AI applications. Key Mes-
sages: There is a fraction of AI applications with proven clin-
ical benefits and regulatory approval. Many new promising 
systems are the subject of current research but share com-
mon issues for wide clinical adoption. The RISE criteria can 
support preparation for challenges and pitfalls when design-
ing or introducing AI applications into clinical practice.

© 2020 The Author(s)
Published by S. Karger AG, Basel

Introduction

Digital transformation has affected all areas of society. 
In healthcare, computer systems are not only designed to 
support documentation and administrative tasks but ex-

pected to efficiently assist health professionals in complex 
clinical situations. The technical term under which these 
types of systems are classified is clinical decision support 
systems (CDSS). Mostly referred to as computerized sys-
tems, they aim to support clinical decision-making and 
utilize individual patient characteristics to provide health-
related recommendations [1]. 

Looking back at history, the term artificial intelligence 
(AI) was coined by John McCarthy [2] and research in AI 
began in the 1940s and 1950s [3]. Expectations were 
quickly evolving that computers would mimic any com-
plex human task, but eventually it became clear that those 
expectations were too high and computational resources 
too low. As a consequence, 2 major so-called “AI winters” 
occurred from the 1970s to the 1980s [4] and around the 
1990s [5]. Over the last 10 years there has been renewed 
interest, which is facilitated by the availability of large an-
notated datasets and modern graphical processing units 
that train and test deeper neural networks more efficient-
ly [6]. Although AI encompasses all types of algorithms 
that can mimic intelligent decision-making, nowadays it 
refers to systems going beyond simple rule-based systems 
and deals with machine learning approaches, which in-
clude deep learning [7]. Regarding clinical research, AI is 
evaluated with a high diagnostic accuracy, e.g., derma-
tologist level classification of skin cancer classification [8] 
or cardiologist level detection of arrhythmia [6]. Even 
though only a small number of AI systems have been test-
ed in prospective clinical settings and received regulatory 
approval as medical devices, the number of approvals is 
increasing. In the domain of ophthalmology, the IDx-DR 
system detects diabetic retinopathy based on fundus im-
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aging [9]. The system showed a high sensitivity and spec-
ificity and led to one of the first FDA approvals [10] of an 
AI system for use by healthcare providers as an autono-
mous diagnostic system [11]. The AI system Viz.ai Con-
tact was approved by the FDA for CT scans and submits 
text messages to alert specialists if the system has identi-
fied significant vessel blockage [12]. A more commonly 
known system in daily life is the ECG app in Apple’s Se-
ries 4 smart watch for atrial fibrillation detection, which 
has received FDA approval [13] and CE mark with clear-
ance in the European Economic Area [14]. 

Large-scale implementation and wide clinical adoption 
are still not established, which raises questions regarding 
real-world evidence and regulatory or sociotechnical bar-
riers. Focusing on hospital-based settings, this review con-
tinues with current challenges and potential solutions for 
wider clinical adoption. It elaborates on requirements 
drawn by reoccurring patterns from own CDSS-related 
research and a previous systematic review on CDSS in 
hospital care [15]. These requirements are abbreviated as 
the RISE (Regulatory aspects, Interpretability, Interoper-
ability, Structured Data and Evidence) criteria and will be 
the recurrent theme in this paper. Within this framework, 
current AI challenges and possible solutions are present-
ed. To complement important and recent findings, a non-
systematic literature review was conducted on PubMed 
and Google Scholar from 2010 using the terms “clinical 
decision support,” “precision medicine,” “machine learn-
ing,” “deep learning,” and “artificial intelligence.” The 
RISE criteria shall serve as a highly generic framework for 
understanding inherent challenges and pitfalls of medical 
AI applications for wide adoption regardless of the spe-
cific clinical discipline. This review does not focus on as-
pects of social or AI-specific usability and acceptability. 

However, awareness should be raised for communication 
interfaces, which are currently in a premature phase but 
could improve doctor-patient and clinic-patient commu-
nication [16], e.g., to enable machine-based medical his-
tory taking within the scope of a virtual doctor [17].

Regulatory and Evidence

Any AI-driven software or CDSS that aims to have an 
impact on clinical decision making and is used as such 
in an existing clinical workflow fulfils the definition of 
software as a medical device [18, 19]. As such, it needs to 
be approved for clinical routine. Similar to the approval 
of medicinal agents, for a new software system to be 
cleared as medical device it must be validated for secure 
use and effectivity regarding the intended purpose. Es-
sentially, this approval requires initial evidence, e.g., 
through a literature review of similar systems, and con-
tinues with controlled – ideally multicenter – clinical tri-
als of the actual system as the next level of evidence. Ac-
cording to a systematic review in the field of cancer ap-
plications [20], the majority of AI studies have a rather 
theoretical and retrospective scope and miss translation 
into this next level of strict clinical trials. Even recently, 
this finding can be replicated by conducting a simple 
PubMed search on AI-based articles and filtering for ar-
ticles associated with clinical trials (Fig. 1). While articles 
published in the context of AI are rapidly increasing and 
might mention hope and potential solutions, the num-
ber of clinical trials associated with AI remains un-
changed. On the one hand, these frequencies do not rep-
resent specific evaluation results and could suffer from 
publication bias [21, 22]. On the other hand, it may very 

Fig. 1. Articles listed on PubMed matching 
the MeSH terms “clinical decision support” 
or “artificial intelligence” in the abstract 
(green line) and those listed as clinical trials 
(blue lines) and randomized controlled tri-
als (RCT; yellow line). Timeframe: 2005–
2019. The search query is available in the 
Appendix.
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well be that only a small number of promising AI appli-
cations show a high potential and therefore only a small 
number can be financially supported to reach a cost-in-
tensive phase of clinical trials and continuous quality 
management as a medical device.

CDSS implementation into a clinical workflow re-
quires scientific evidence and regulatory approval. Ide-
ally, one can utilize a system that fulfils both, i.e., high 
evidence through clinical trials and medical device ap-
proval. As this is not the case when introducing new use 
cases, one should start with evidence based on similar sys-
tems in the literature showing positive effects in high-
quality studies. After training and testing with experi-
mental or retrospective data, a prospective clinical tri- 
al – ideally randomized and at different sites– should be 
designed in close collaboration with clinical principal in-
vestigators, study design experts, statisticians, and techni-
cal AI experts. This would also be a key preparatory step 
to obtain medical device approval, which in turn is neces-
sary for wide clinical adoption.

Interpretability

This review uses the term “interpretability” synony-
mously with algorithmic explicability. Figure 2 illustrates 
common observations between a high model complexity 
and both performance and interpretability. While this 
figure is a considerable simplification regarding the large 
number of different machine learning techniques, it pro-
vides a basic trade-off and awareness for using or com-
bining different techniques.

It is noteworthy that any well-established machine 
learning technique could outperform other techniques in 
specific use cases and data peculiarities, which is often 
referred to as the “no-free-lunch theorem” [23]. In es-
sence, classical machine learning techniques and expert-
based feature engineering provide high interpretability 
and can outperform deep learning techniques in use cas-
es with low-dimensional data (e.g., analysis of structured 
questionnaires or a limited set of lab values) or a limited 
number of training samples.

Fig. 2. Machine learning model complexity and possible effects on interpretability, model performance, and the 
required amount of training data, especially under high-dimensional data as imaging data.
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Deep learning architectures are complex neural net-
works with a series of several hidden layers and can provide 
exceptionally high performances in image-based analyses, 
but they come at the cost of a low interpretability of their 
training and decision making process. This aspect is of par-
ticularly high relevance in the critical field of medicine, 
where AI model outputs are accepted more often when 
enriched with human-reasonable explanations [24]. This 
implies a critical discussion between AI experts and health 
providers in order to also consider low-complexity models 
with sufficient performance but higher interpretability as, 
e.g., random forests or gradient boosted decision trees [25], 
and logistic regression [26] or case-based reasoning with 
k-nearest neighborhood [27] or probabilistic inferences 
through bayesian networks [28]. If, however, a model with 
a high complexity is chosen due to the use case-specific 
environment and its superior performance, it is recom-
mended to coimplement interpretability-increasing mea-
sures to flatten the steep fall of the interpretability of deep 
learning models (Fig. 2). These measures include visualiza-
tion of hidden layers, permutation/sensitivity analyses and 
transformation to more interpretable models, and study-
ing information gain of input features with domain experts 
[29, 30]. These techniques can enrich the decision of AI 
models with meaningful text-based explanations tailored 
to the current case.

Interoperability

Interoperability is the ability of 2 systems, techniques or 
organizations to work together and communicate efficient-
ly without restrictions. The ISO-13606 differentiates be-
tween syntactic interoperability – the ability to com-
municate with same data or messaging formats and struc-
tures – and semantic interoperability, which is additional 
on top of syntactic interoperability and requires preserva-
tion of the relevant meaning of the content being commu-
nicated. As a third important level of interoperability, 
which is explicitly mentioned in the European interopera-
bility framework [31], one should mention organizational 
interoperability, which requires harmonization of work-
flows and process management as part of the decision mak-
ing process. While there exist various adopted standards as 
for syntactic interoperability in health care, e.g., HL-7 mes-
saging V2 or HL-7 FHIR, and openEHR archetypes, none 
of these provide fine-grained coding of highly specific 
medical variables (e.g., lab variables, imaging findings, and 
symptoms). Although some of the aforementioned stan-
dards provide basic semantics, expressive semantic coding 
can only be incorporated by using well-established refer-
ence terminologies, such as LOINC and Snomed-CT [32]. 
Missing semantic coding is a root cause for long-term data 
integration or migration approaches [33].

Fig. 3. Clinical decision support in the domain of nephrotoxicity executed on unstructured and structured data. 
A major challenge is semantic interoperability is finding the necessary information (e.g., eGFR and gentamycin 
prescription) in different hospital information systems despite the different local identifiers and naming ambi-
guities in the natural language.
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Figure 3 illustrates a CDSS for nephrotoxicity checks 
within a hospital setting. Typically, input is available 
through structured data with clearly defined data ele-
ments and unstructured data from free-text documents 
within the electronic medical record or hospital informa-
tion system. One of the fundamental problems is to en-
able the CDSS inference engine to work for different sites. 
That is, the use-case-relevant input variables, such as 
“kidney failure,” “eGFR,” and “gentamicin prescription,” 
are defined with locally different identifiers naming con-
ventions and/or data structures. This problem is well-
known as the “Curley brace” problem [34] in the rule-
based CDSS community, but it is just another example of 
semantic interoperability issues. To ease local adaptions 
and make the inference of this CDSS work in different 
future sites, relevant medical variables should be anno-
tated with reference terminologies as Snomed-CT or 
LOINC and mapped to the local variable definitions and 
permissible values and using the Unified Code for Units 
of Measure [35]. Though semantic coding is a time-con-
suming process, it facilitates data analyses and future data 
interfaces [36].

Structured Data and High Data Quality

Though Figure 3 shows that valuable information 
could be available in free text, natural language process-
ing (NLP) faces major challenges for accurately extract-
ing relevant medical concepts and their clinical context 
[37]. Compared to structured data elements, free-text in-

formation suffers more from syntactic and semantic am-
biguity and therefore it is well known that promising NLP 
techniques such as IBM Watson that work well for quiz-
like free-texts as in Jeopardy may fail in medical applica-
tions [38]. Therefore, the input of AI-based technologies 
should not solely rely on NLP techniques to generate 
structured data but it should also be founded on primary 
structured data, such as data generated by laboratory, im-
aging, medication, or other clinical findings using com-
puterized data entry forms. The majority of the promis-
ing use cases from the introduction section were cleared 
for medical usage and provided a high performance using 
images, which are a special case of highly structured data. 
There are 2 further characteristics, besides being struc-
tured, that explain why images prove to be well-suited for 
AI-based pattern recognition. The content contains ac-
curate information on spatial relationships (e.g., between 
neighboring pixels) and is highly compositional (e.g., pix-
els constitute edges and edges build shapes, which in turn 
can build pathological structures). Spatial relations and 
compositionality are natively modelled by deep learning 
architectures as multiple layers in convolutional neural 
networks [39–41], which in turn were inspired by the 
neurobiology of the visual cortex. In general, medical use 
cases, in which images represent a significant part of di-
agnostics, provide a great potential for accurate pattern 
recognition. As for all data analyses, data quality indica-
tors, such as data availability, completeness, correctness, 
and plausibility, should be well investigated [42, 43]. In 
addition, the training and test data should be representa-
tive and provide natural diversity within the targeted use 

Fig. 4. RISE criteria to facilitate mature and 
wide adoption of AI applications in medi-
cine.
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case to prevent biased learning [44]. Apart from data 
quality, data quantity is of particular relevance for the 
training machine learning algorithms [45] and is ad-
dressed in Figure 2. It is likely that there is a lack of train-
ing and test data or an uneven balance of classes. Al-
though primary data generation is the ideal way to in-
crease training and test data, it might be too costly if not 
impossible. Therefore, procedures such as data augmen-
tation [46–48] or transfer learning [49, 50] to leverage 
knowledge from existing data sources could still improve 
AI models with a reasonable effort.

Conclusion

AI has been applied in different medical disciplines, 
but wide clinical adoptions with regulatory approval re-
main limited to specific use cases. This review provides 
an overview of use-case-independent key challenges 
(Fig. 4) and their potential solutions regarding regulatory 
aspects, interpretability, interoperability, structured data, 

data quality, and evidence. As innovative and emerging 
data analyses tools, clinical applications should be pre-
pared by meeting these challenges ideally in the design 
phase or before clinical introduction. By doing this, ef-
fectiveness, interpretability, and safe use are going to be 
facilitated to enable wide clinical adoption.
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